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Abstract

A set of words with the property that no prefix of any word is the suffix of any other
word is called cross-bifix-free set. We provide an efficient generating algorithm producing
Gray codes for a remarkable family of cross-bifix-free sets.

Keywords: Gray codes, cross-bifix-free sets, CAT algorithms, q-ary words.

2010 Mathematics Subjects Classification: 68R15; 94B15; 69P30.

1 Introduction

Encoding and listing the objects of a particular class is a common problem to several research
areas, such as computer science and hardware or software testing, chemistry, biology and bio-
chemistry. A very special kind of list is the so called Gray code, where two successive objects
differ ‘in some pre-specified small way’ [11]. Gray codes are involved in several combinatorial
structures, as permutations [16], binary strings, Motzkin and Schröder words [19], derangements
[3], involutions [20]. They are also used in other technological subjects as circuit testing, signal
encoding [15], data compression and others.

The generation of a Gray code is often closely related with the nature of the objects we are
dealing with. In this context we are going to generate Gray codes for particular words over the
alphabet {0, 1, . . . q − 1}, so that two successive words differ in a single position and by 1 or −1
in this position.

The set we are dealing with is called cross-bifix-free (this term appeared for the first time
in [1], see also [2]) and consists of words having some constraints we are going to define in the
following. We recall that a bifix (or border) of a word is a factor which is both a prefix and a
suffix. A word is said to be bifix-free if it does not contain any bifix [17]. A set of bifix-free
words is cross-bifix-free if, given any two words, any prefix of the first one is not a suffix of the
second one.

Cross-bifix-free sets are involved in the study of distributed sequences for frame synchro-
nization [14]. The problem of determining such sets is also related to several other scientific
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applications, for instance in pattern matching [7] and automata theory [4]. Moreover, in some
applications, listing a cross-bifix-free set in Gray code manner can be of a particular interest.

Several methods for constructing cross-bifix-free sets have been recently proposed as in [2, 5,
6]. To our knowledge, for a fixed cardinality of the alphabet and of the length of the words, the
construction giving the cross-bifix-free set having the greatest cardinality is the one proposed
in [6]. In this paper we propose Gray codes for such cross-bifix-free sets which allow a deeper
understanding and possible further applications of this combinatorial class.

Following the authors of [6], the cross-bifix-free set we consider here is denoted by S
(k)
n,q. It is

formed by length n words over the q-ary alphabet [q] = {0, 1, . . . , q − 1} containing a particular
sub-word avoiding k consecutive 0s. Now we briefly summarize its definition and we refer the
reader to [6] for more details about its features.

Let n ≥ 3, q ≥ 2 and 1 ≤ k ≤ n − 2. The cross-bifix-free set S
(k)
n,q is the set of all length n

words s1s2 · · · sn over [q] satisfying:

• s1 = · · · = sk = 0;

• sk+1 6= 0;

• sn 6= 0;

• the sub-word sk+2 . . . sn−1 does not contain k consecutive 0s.

The set S
(2)
5,4 is showed in Table 1 (c). Note that it is already listed in a Gray code manner and

its generation will be presented in the next sections.

Below we recall the cardinality of S
(k)
n,q : let

f (k)
n,q =











qn if 0 ≤ n < k,

(q − 1)
(

f
(k)
n−1,q + f

(k)
n−2,q + . . . + f

(k)
n−k,q

)

if n ≥ k,

(1)

be the sequence enumerating the words of n length words over [q] avoiding k consecutive zeros
[15, 18] (observe that in the particular case of q = 2, the well known k-generalized Fibonacci

sequences [12] are obtained). It is not difficult to realize that, from the above description of S
(k)
n,q

we have:
|S(k)

n,q| = (q − 1)2f
(k)
n−k−2,q. (2)

In this work we propose a Gray code which is prefix partitioned in the sense that all the
words with the same prefix are consecutive. For constructive reasons we give the Gray code

S
(k)
n+k,q for the set S

(k)
n+k,q starting from particular list of length n words, then prepending the 0k

prefix. Our strategy in order to obtain S
(k)
n+k,q

is the following:

• first, we adapt a q-ary generalization of the Binary Reflected Gray Code [9] and obtain

the list H
(k)
n,q(u), a Gray code for the set of q-ary words with no 0k factors and beginning

by at most u 0s, 0 ≤ u ≤ k − 1, then

• we restrict this Gray code to words which end by a non-zero symbol and we denote by

J
(k)
n,q (u) the obtained list; in particular J

(k)
n,q (0) is a Gray code for the set of q-ary words

with no 0k factors which begin and end by a non-zero symbol;
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• finally, prepending a 0k prefix to each word in J
(k)
n,q (0), the desired Gray code S

(k)
n+k,q is

obtained.

In the following we will use the notations below:

• For a list of words L, L denotes the list obtained by covering L in reverse order; and for
i ≥ 0, (L)i denotes the list L if i is even, and the list L if i is odd;

• first(L) and last(L) denotes, respectively, the first and the last word of L, and clearly,
first(L) = last(L) and last(L) = first(L);

• If α is a word, then αn is the word which consists of n copies of α; and α · L is the list
obtained by concatening α to each word of L;

• For two lists L and M, L ◦M denotes their concatenation, and for two integers, p ≤ r,
and the lists Lp,Lp+1, . . . ,Lr, we denote by ©r

i=pLi the list Lp ◦ Lp+1 ◦ . . . ◦ Lr;

• L ⊂ M means that L is a (possibly scattered) sublist of M; in this case the corresponding
underlying sets L and M satisfy L ⊂ M .

2 The Gray codes construction

For our purpose we need a Gray code list for the set of words of a certain length over the q-ary
alphabet [q], q ≥ 2. An obvious generalization of the Binary Reflected Gray Code [9] to the
alphabet [q] is the list Gn,q for the set of words [q]n (i.e. the length n words over [q]) defined
in [8, 22] where it is also shown that Gn,q is a Gray code with Hamming distance 1. We recall
that the Hamming distance between two successive words in a Gray code list is the number
of positions where the two words differ. Moreover, if the Hamming distance is d, then the
associated Gray code is said d-Gray code. The list Gn,q is defined as:

Gn,q =







λ if n = 0,

©q−1
i=0 i · (Gn−1,q)

i if n > 0,

(3)

where λ is the empty word. The reader can easily verify the following proposition.

Proposition 1. For q ≥ 2,

• first(Gn,q) = 0n;

• last(Gn,q) = (q − 1)0n−1 if q is even, and (q − 1)n if q is odd.

Now, let fix a k ≥ 2 and for 0 ≤ u ≤ k − 1 let us define the list H
(k)
n,q(u) = Hn,q(u) as:

Hn,q(u) =























λ if n = 0,

©q−1
i=1 i · (Hn−1,q(k − 1))i if n > 0, u = 0,

0 · Hn−1,q(u − 1) ◦©q−1
i=1 i · (Hn−1,q(k − 1))i if n, u > 0.

(4)
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Notice that, when q = 2, the case n > 0 and u = 0 of this definition becomes Hn,2(0) =

1 · Hn−1,2(k − 1).

Let α = α1α2α3 . . . be the infinite word (1(q − 1)0k−1)∞. The following propositions hold.

Proposition 2. The last and first words in the list Hn,q(u) are given by:

• If q is even, then

– first(Hn,q(u)) = 0uα1α2 . . . αn−u,

– last(Hn,q(u)) = (q − 1)0k−1α1α2 . . . αn−k.

• If q is odd, then

– first(Hn,q(u)) = 0u1(q − 1)n−u−1,

– last(Hn,q(u)) = (q − 1)n.

Proof. Let q ≥ 2 be even and 0 ≤ u < n. By relation (4) it follows that

first(Hn,q(u)) = 0u · first(Hn−u,q(0))

= 0u1 · first(Hn−u−1,q(k − 1))

= 0u1 · last(Hn−u−1,q(k − 1))

and when u < n − 1, since q − 1 is odd, we have

first(Hn,q(u)) = 0u1(q − 1) · last(Hn−u−2,q(k − 1))

= 0u1(q − 1) · first(Hn−u−2,q(k − 1)),

and induction on n completes the proof. Similarly,

last(Hn,q(u)) = (q − 1) · last(Hn−1,q(k − 1))

= (q − 1) · first(Hn−1,q(k − 1)),

and by the previous result, the statement holds.
Now, if q ≥ 3 is odd and n > 1, for any u we have

last(Hn,q(u)) = (q − 1) · last(Hn−1,q(k − 1)),

and thus, last(Hn,q(u)) = (q − 1)n. And when u < n, we have

first(Hn,q(u)) = 0u · first(Hn−u,q(0))

= 0u1 · first(Hn−u−1,q(k − 1))

= 0u1 · last(Hn−u−1,q(k − 1))

= 0u1(q − 1)n−u−1,

and the result holds. �

Proposition 3. The list Hn,q(u) is a Gray code for the set of words in [q]n with no 0k factors
and beginning by at most u 0s.
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Proof. Clearly, by the definition given by relation (4), the list Hn,q(u) contains exactly once
each length n q-ary word with no 0k factors and beginning by at most u 0s, and only them.
Now we show that two consecutive words in this list differ in a single position and by 1 or −1
in this position. To do this, considering the recursive definition (4) it is enough to show that
the last and first words in two consecutive lists in (4) differ in this way. Let L and M be such
consecutive lists.

When q is even, then either

• L = 0 · Hn−1,q(u − 1) and M = 1 · (Hn−1,q(k − 1)), or

• L = i · Hn−1,q(k − 1) and M = (i + 1) · (Hn−1,q(k − 1)) with even i ≥ 2, or

• L = i · Hn−1,q(k − 1) and M = (i + 1) · (Hn−1,q(k − 1)) with odd i.

In the first two cases we have:

• last(L) = 0 · last(Hn−1,q(u − 1)) = 0(q − 1)0k−1α1α2 . . . αn−k−1, and

• first(M) = 1 · first(Hn−1,q(k − 1)) = 1 · last(Hn−1,q(k − 1)) =
= 1(q − 1)0k−1α1α2 . . . αn−k−1,

and in the last case

• last(L) = i · last(Hn−1,q(k − 1)) = i · first(Hn−1,q(k − 1)) = i0k−1α1α2 . . . αn−k, and

• first(M) = (i + 1) · first(Hn−1,q(k − 1)) = (i + 1)0k−1α1α2 . . . αn−k,

and in any case last(L) and first(M) differ in the desired way.
When q is odd, the proof is similar and if i is even we have

• last(L) = i(q − 1)n−1, and

• first(M) = (i + 1)(q − 1)n−1,

and if i is odd

• last(L) = i0k−11(q − 1)n−k−1, and

• first(M) = (i + 1)0k−11(q − 1)n−k−1,

and again, in both cases last(L) and first(M) differ in the desired way. �

Corollary 1. The list Hn,q(k− 1) is a Gray code for the set of words in [q]n with no 0k factors.

See Table 1 (a) for the list H6,2(1) with k = 2.

As previously, let fix a k ≥ 2 and for 0 ≤ u ≤ k − 1 let us define the list J
(k)
n,q (u) = Jn,q(u)

as:

Jn,q(u) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

λ if n = 0,

©q−1

i=1
i · (Jn−1,q(k − 1))i if n = 1 or

n > 1 and u = 0,

0 · Jn−1,q(u − 1) ◦ ©q−1

i=1
i · (Jn−1,q(k − 1))i if n > 1 and u > 0.

(5)
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1 0 1 1 0 1 1
2 0 1 1 0 1 0
3 0 1 1 1 1 0
4 0 1 1 1 1 1
5 0 1 1 1 0 1
6 0 1 0 1 0 1
7 0 1 0 1 1 1
8 0 1 0 1 1 0
9 1 1 0 1 1 0
10 1 1 0 1 1 1
11 1 1 0 1 0 1
12 1 1 1 1 0 1
13 1 1 1 1 1 1
14 1 1 1 1 1 0
15 1 1 1 0 1 0
16 1 1 1 0 1 1
17 1 0 1 0 1 1
18 1 0 1 0 1 0
19 1 0 1 1 1 0
20 1 0 1 1 1 1
21 1 0 1 1 0 1

1 1 2 2 2 22 2 1 2 1
2 1 2 2 1 23 2 1 1 1
3 1 2 1 1 24 2 1 1 2
4 1 2 1 2 25 2 1 0 2
5 1 2 0 2 26 2 1 0 1
6 1 2 0 1 27 2 2 0 1
7 1 1 0 1 28 2 2 0 2
8 1 1 0 2 29 2 2 1 2
9 1 1 1 2 30 2 2 1 1
10 1 1 1 1 31 2 2 2 1
11 1 1 2 1 32 2 2 2 2
12 1 1 2 2
13 1 0 2 2
14 1 0 2 1
15 1 0 1 1
16 1 0 1 2
17 2 0 1 2
18 2 0 1 1
19 2 0 2 1
20 2 0 2 2
21 2 1 2 2

1 0 0 1 3 1 22 0 0 2 3 3
2 0 0 1 3 2 23 0 0 2 3 2
3 0 0 1 3 3 24 0 0 2 3 1
4 0 0 1 2 3 25 0 0 3 3 1
5 0 0 1 2 2 26 0 0 3 3 2
6 0 0 1 2 1 27 0 0 3 3 3
7 0 0 1 1 1 28 0 0 3 2 3
8 0 0 1 1 2 29 0 0 3 2 2
9 0 0 1 1 3 30 0 0 3 2 1
10 0 0 1 0 3 31 0 0 3 1 1
11 0 0 1 0 2 32 0 0 3 1 2
12 0 0 1 0 1 33 0 0 3 1 3
13 0 0 2 0 1 34 0 0 3 0 3
14 0 0 2 0 2 35 0 0 3 0 2
15 0 0 2 0 3 36 0 0 3 0 1
16 0 0 2 1 3
17 0 0 2 1 2
18 0 0 2 1 1
19 0 0 2 2 1
20 0 0 2 2 2
21 0 0 2 2 3

(a) (b) (c)

Table 1: The Gray code list: (a) H
(2)
6,2(1) for the set of length 6 binary words with no two consecutive 0s;

(b) J
(2)
4,3 (0) for the set of length 4 ternary words with no two consecutive 0s and beginning and ending

by a non-zero symbol; and (c) S
(2)
5,4 for the set of cross-bifix-free words S

(2)
5,4 obtained by prepending 00 to

each word in J
(2)
3,4 (0).

Proposition 4. The last and first words in the list Jn,q(u) are given by:

• If q is even, let f = f1f2 . . . fn = first(Hn,q(u)) and ℓ = ℓ1ℓ2 . . . ℓn = last(Hn,q(u)). Then

– first(Jn,q(u)) =

{

f1f2 . . . fn if fn 6= 0,
f1f2 . . . fn−11 if fn = 0.

– last(Jn,q(u)) =

{

ℓ1ℓ2 . . . ℓn if ℓn 6= 0,
ℓ1ℓ2 . . . ℓn−11 if ℓn = 0.

• If q is odd, then

– first(Jn,q(u)) = 0u1(q − 1)n−u−1,

– last(Jn,q(u)) = (q − 1)n.

Proof. The proof is similar to the one in Proposition 2 and imposing that the last symbol
of first(Jn,q(u)) and last(Jn,q(u)) is not 0, then the thesis holds. �

Proposition 5. The list Jn,q(u) is a Gray code for the set of words in [q]n which begin by at
most u 0s, have no 0k factors and end by a non-zero symbol.
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Proof. The proof is similar to the one in Proposition 3. �

Corollary 2. The list Jn,q(0) is a prefix partitioned 1-Gray code for the set of words in [q]n

which have no 0k factors and begin and end by a non-zero symbol.

Note that, from the recursive relation (5), the words in Jn,q(0) with the same prefix are consec-
utively generated, as the reader can easily check using inductive arguments. See Table 1 (b) for
the list J4,3(0) with k = 2.

Remark 1.

• For u = 0, 1, . . . k − 1, Jn,q(u) ⊂ Hn,q(u); and

• for u = 0, 1, . . . k − 2, Jn,q(u) ⊂ Jn,q(u + 1) and Hn,q(u) ⊂ Hn,q(u + 1).

Finally, the Gray code list S
(k)
n+k,q for the set of cross-bifix-free words S

(k)
n+k,q is obtained from

the list Jn,q(0) by prepending to each word in Jn,q(0) the prefix 0k; see Table 1 (c) for the list

S
(2)
5,4 .

3 Generating algorithms

Algorithm gen J in Figure 1 is a direct implementation of the recursive definition of the list
Jn,q(u) given by relation (5). Integer variables n, q, k and array b are global and the call of

gen J(1,0,0) produces the Gray code J
(k)
n,q (0) for the set of length n q-ary words with no 0k

factors and beginning and ending by a non-zero symbol; and prepending 0k to each word in

J
(k)
n,q (0) the Gray code list S

(k)
n+k,q is obtained. For example, when n = 4, q = 3 and k = 2, the

call of gen J(1,0,0) produces the list in Table 1 (b).
Before proving Proposition 7 we need the following result.

Proposition 6. For q, k ≥ 2, the integer sequence (f
(k)
n,q )n≥0 defined in relation (1) satisfies

n−1
∑

i=0

f
(k)
i,q ≤ 2 · f (k)

n,q . (6)

Proof. Indeed, for n < k, f
(k)
n,q = qn, and it is routine to check the result. Now let us suppose

the result true for any n < m, and let us prove it for m.

m
∑

i=0

f
(k)
i,q =

m−2
∑

i=0

f
(k)
i,q + f

(k)
m−1,q + f (k)

m,q

≤

m−2
∑

i=0

f
(k)
i,q + f

(k)
m+1,q

≤ 2f
(k)
m−1,q + f

(k)
m+1,q

≤ f
(k)
m−1,q + f (k)

m,q + f
(k)
m+1,q

≤ 2f
(k)
m+1,q,

and induction on n completes the proof. �
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Proposition 7. Procedure gen J has a constant amortized time complexity.

Proof. Let Jn,q(u) be the underlying set of the list Jn,q(u), that is the set of words in [q]n

which begin by at most u 0s, have no 0k factors and end by a non-zero symbol. By the second
point of Remark 1 we have

Jn,q(0) ⊂ Jn,q(1) ⊂ . . . ⊂ Jn,q(k − 1),

and since
|Jn,q(0)| = (q − 1)2f

(k)
n−2,q

it follows that
(q − 1)2f

(k)
n−2,q ≤ |Jn,q(u)| (7)

for n ≥ 2 and 0 ≤ u ≤ k − 1, and with f
(k)
n,q defined in relation (1), see also relation (2).

Similarly, let Hn,q(u) be the underlying set of the list Hn,q(u), that is the set of words in [q]n

which begin by at most u 0s, and have no 0k factors. Again by the second point of Remark 1
we have

Hn,q(0) ⊂ Hn,q(1) ⊂ . . . ⊂ Hn,q(k − 1),

and since
|Hn,q(k − 1)| = f (k)

n,q

it follows that
|Hn,q(u)| ≤ f (k)

n,q (8)

for n ≥ 0 and 0 ≤ u ≤ k − 1.
The total amount of computation of the procedure gen J is proportional to the number of

recursive calls of this procedure. Each call of gen J produces either a proper prefix of a word in
Jn,q(u), that is a word in Hi,q(u) for some i < n, or a word in Jn,q(u) which is output, and so,
the total amount of computation of this procedure is proportional to

n−1
∑

i=0

|Hi,q(u)| + |Jn,q(u)|,

and the average complexity is proportional to
∑n−1

i=0 |Hi,q(u)| + |Jn,q(u)|

|Jn,q(u)|
=

∑n−1
i=0 |Hi,q(u)|

|Jn,q(u)|
+ 1

≤

∑n−1
i=0 f

(k)
i,q

(q − 1)2 · f
(k)
n−2,q

+ 1 (by relations (7) and (8))

≤
2 · f

(k)
n,q

(q − 1)2 · f
(k)
n−2,q

+ 1 (by Proposition 6)

≤
2 · q2 · f

(k)
n−2,q

(q − 1)2 · f
(k)
n−2,q

+ 1 (considering f
(k)
i,q ≤ q · f

(k)
i−1,q)

≤ 9.

Thus, the average complexity of the procedure gen J is bounded by a constant.
�
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procedure gen J(pos,dir,u)

if pos = n + 1
then output b;

else if dir = 0
then if u > 0 and pos 6= n

then b[pos] := 0; gen J(pos + 1,0,u − 1);
end if

for i := 1 to q − 1 do

b[pos] := i; gen J(pos + 1,i mod 2,k − 1);
else for i := q − 1 downto 1 do

b[pos] := i; gen J(pos + 1,(i + 1) mod 2,k − 1);
if u > 0 and pos 6= n

then b[pos] := 0; gen J(pos + 1,1,u − 1);
end if

end if

end if

end procedure.

Figure 1: Algorithm producing the list Jn,q(u), defined in relation (5).

4 Conclusions and further developments

We presented a prefix partitioned Gray code for the cross-bifix-free set of q-ary words of length
n containing exactly once the factor 0k studied in [6], which for fixed q, n and k has, to our
knowledge, the greatest cardinality.

Our strategy, outlined in Introduction, uses two strictly related lists (namely, the Gray codes
Hn,q(u) and Jn,q(u) defined in Section 2) in order to define the desired Gray code, denoted by

S
(k)
n+k,q

. Moreover, the two lists are crucial in the proof of Proposition 7 stating the efficiency of

procedure gen J, generating our Gray code S
(k)
n+k,q. In particular, this Gray code is obtained by

prepending the prefix 0k to each word in the list Jn,q(0) of q-ary words of length n with no 0k

factors and which begin and end with a non-zero symbol.
From Proposition 4 it is directly seen that when q is odd, the first and the last word in the

list Jn,q(0) differ in the same way as any two consecutive words in this list (in a single position
and by 1 or −1 in this position), and thus Jn,q(0) is a cyclic Gray code; consequently, for q odd

so is S
(k)
n+k,q

. This is not longer true for q even: the first and the last word in S
(k)
n+k,q

can differ
in arbitrary many positions; and it should be interesting to find a cyclic Gray code for the set
of cross-bifix-free words under consideration, independently on the parity of q.
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